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ABSTRACT: Protein binding to DNA changes the DNA’s
structure, and altered DNA structure can, in turn, modulate the
dynamics of protein binding. This mutual dependency is poorly
understood. Here we investigated dynamic couplings among
protein binding to DNA, protein sliding on DNA, and DNA
bending by applying a coarse-grained simulation method to the
bacterial architectural protein HU and 14 other DNA-binding
proteins. First, we verified our method by showing that the
simulated HU exhibits a weak preference for A/T-rich regions of
DNA and a much higher affinity for gapped and nicked DNA,
consistent with biochemical experiments. The high affinity was
attributed to a local DNA bend, but not the specific chemical
moiety of the gap/nick. The long-time dynamic analysis revealed that HU sliding is associated with the movement of the local
DNA bending site. Deciphering single sliding steps, we found the coupling between HU sliding and DNA bending is akin to
neither induced-fit nor population-shift; instead they moved concomitantly. This is reminiscent of a cation transfer on DNA and
can be viewed as a protein version of polaron-like sliding. Interestingly, on shorter time scales, HU paused when the DNA was
highly bent at the bound position and escaped from pauses once the DNA spontaneously returned to a less bent structure. The
HU sliding is largely regulated by DNA bending dynamics. With 14 other proteins, we explored the generality and versatility of
the dynamic coupling and found that 6 of the 15 assayed proteins exhibit the polaron-like sliding.

■ INTRODUCTION

Many DNA-binding proteins interact dynamically with DNA as
they search for target sites. Transcription factors search for their
recognition element DNA sequences, whereas types of DNA
repair machinery look for mismatches or DNA strand breaks.
During these search processes, the dominant protein−DNA
interactions are nonspecific, and yet there has been less focus
on these interactions than on the specific ones directly involved
in genetics. Yet nonspecific protein−DNA interactions play
crucial roles in many gene regulation and organization
processes. For example, one-dimensional diffusion, or sliding,
of transcription factors1−3 and the compaction of DNA by
architectural proteins involve such nonspecific interactions.4,5

Here, we focus on the dynamic aspects of nonspecific protein−
DNA interactions.
Protein−DNA interactions markedly change DNA struc-

ture,6−8 and altered DNA structure modulates protein−DNA
interactions and protein motions on DNA.9−13 The underlying
molecular mechanisms of the interplay among protein−DNA
binding, DNA deformation, and protein sliding is fundamental
to our understanding of a wide variety of cellular processes.
Experiments have characterized the effect of protein binding on
the apparent bend and twist flexibilities of DNA.6,14−16 Two
well-known examples are the eukaryotic nucleosome, in which
147 base pairs (bp) of double-stranded DNA (dsDNA) wrap

around the histone core by one and three-fourths turns,17 and
the prokaryotic nucleoid, where architectural DNA-binding
proteins are used to pack genomic DNA into living cells.4,18 In
these examples the intrinsic bending preferences of DNA are
crucial in determining the binding mechanisms of pro-
teins.12,19−22 Additionally, very subtle variances in the DNA
backbone topography can result in distinguishable binding
properties for different proteins belonging to the same
family.12,23 Experimental and theoretical works found that
DNA bending also played important roles in the recognition of
DNA mismatch by protein MutS.24−26 These results suggest
that the binding of proteins and the conformations of the
underlying DNA are mutually responsive.
Most of this knowledge is based on static structural studies.

The dynamic aspects of these interactions are much more
difficult to address. Single-molecule experiments have provided
interesting evidence that some transcription factors and
enzymes search DNA using more than one mode of
diffusion,27−29 and even pause occasionally when encountering
specific DNA sequences or structures.30−32 However, these
experiments focused on relatively long-time behavior because of
limited temporal and spatial resolutions.
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Here we address the dynamic coupling between protein
sliding on DNA and DNA bending by employing a molecular
dynamics (MD) simulation approach. Although MD simu-
lations have been widely used to study the detailed dynamics of
protein−DNA interactions,33−40 it is still difficult for atomic
MD simulations to simulate a typical sized protein−DNA
binding system for time scales long enough to elucidate
dynamic coupling. Instead, recent coarse-grained (CG) MD
simulation studies of the target search processes of transcription
factors have shown promise in investigating protein−DNA
binding, sliding, and recognition mechanisms.33,35,36,41−44

Besides, recent efforts to develop more sophisticated CG
models, including the atomic interaction-based coarse-grained
(AICG) model for proteins45 and the latest version of the
three-site-per-nucleotide (3SPN.2C) model for DNA,46 have
provided promising tools for accurate modeling of protein and
DNA structures, as well as protein−DNA interactions.47,48

Notably, the 3SPN.2C model of DNA has been carefully
designed so that sequence-dependent dsDNA conformations
and bending rigidity are accurately represented, enabling us to
address the issue of coupling between protein binding and
DNA deformation.
To address this issue on an ideal model system, we used the

histone-like protein from strain U93 (HU).49 HU is one of the
most abundant DNA-binding proteins in E. coli,4 and is
involved in many important cellular processes, such as
transcription repression,50,51 DNA repair52−54 and most
conspicuously, DNA compaction.55 Despite its varied biological
functions, HU has a relatively simple structure. HU is either a
homodimer or a heterodimer of two highly homologous
subunits, HUα and HUβ, each consisting of around 90 amino
acid residues.56,57 The two positively charged subunits form an
α-helical dimerization core and two flexible β-sheet arms58

(Figure 1). HU wraps around diverse DNA structures with the

β-sheet arms binding to the minor grooves as indicated by the
crystal structure of HU−DNA complex. We note that in these
structures the DNAs have flipped-out bases and mismatches.59

Normally HU is classified as a sequence-nonspecific DNA-
binding protein, but recent studies show that HU has a weak
preference for A/T-rich sequences.60,61 In contrast to the weak
sequence preference, biochemical experiments have clearly
revealed that HU binds to special DNA structures, such as
nicks, gaps, or cruciform junctions, with much higher affinity
than to linear DNA.62,63 Atomic force microscopy experiments
also demonstrated that HU binding facilitates the bending of
DNA,64 although there seems to be no specific bending
angle.59,64 Accordingly, the HU binding site size on DNA has
been reported to cover a very wide range, from 6 to 34
bp.59,65,66 Despite the crucial roles HU plays in cellular
processes and the available experimental results of HU−DNA
binding properties, the detailed mechanism of HU binding,
diffusion, and induced DNA bending at the molecular level is
still missing.
In this work, we first performed extensive MD simulations of

HU binding to DNA with different sequence or structural
properties. We confirmed that the sequence-dependent or
topology-dependent deviations of DNA conformation affect the
preferred binding site of HU, which is consistent with
biochemical experimental results.60−63 Then, we demonstrate
that the binding of HU increases the bending angle of DNA,
which in turn results in different diffusion modes of HU.
Dynamically, the HU sliding is highly coupled with local DNA
bending, which is reminiscent of a polaron in physics: an
electron or cation self-trapped by the structural deformation of
its surrounding medium.67−69 On shorter time scales, we
observed that HU pauses when DNA at the HU binding
position is highly curved, and resumes diffusing when DNA
spontaneously returns to less bent states. Finally, by exploring
14 other DNA-binding proteins, we address the generality and
versatility of the coupling between protein−DNA binding and
DNA conformational changes. We find that some, but not all,
proteins exhibit polaron-like sliding, as observed for HU.

■ RESULTS
Modeling HU Binding to DNA and Model Validations.

In the present work, we employed coarse-grained (CG)
molecular models where each amino acid in the HU protein
is represented by one particle located at its Cα position, while
each nucleotide is simplified as three beads, representing
phosphate, sugar, and base. For energy functions, we used the
AICG2+ model45 for the HUα2 homodimer and the 3SPN.2C
model46 for DNA (see Methods section for details). HUα2
remained a homodimer throughout the study, so hereafter we
designate it simply as HU. For protein−DNA interactions,
electrostatic and excluded volume effects were included.
To optimize and validate the computational model, we

utilized experimental data for binding affinities of HU to
various DNA sequences. First, the dissociation constant Kd for a
linear 35-bp dsDNA was measured as 9 μM.62 HU binding to
DNA is largely nonspecific, but shows a weak preference for
AT-rich sequences in biochemical studies.60,61 Orders of
magnitude smaller Kd’s were reported for DNAs with a nick
(Kd = 40 nM) and a gap (Kd = 11 nM).62

We first calibrated the binding affinity of HU to the 35-bp
dsDNA used in the experiment described above62 by changing
the phosphate charge. By simulating reversible HU binding to
DNA, we can “measure” Kd in our computational model (see

Figure 1. E. coli HU α2 dimer and DNAs used in this study. (A)
Sequence and secondary structure features of HU α-subunit. Positively
(negatively) charged residues are in blue (red). (B) HU α2 homodimer
with the two chains shown in different colors. (C) The reference
structures of DNA molecules studied. The short 35-bp dsDNA (S35)
was employed for calibration of the intermolecule interactions. The
other 90-bp dsDNAs were used in the production runs to study HU
binding. From top to bottom: CG90:90-bp dsDNA of only C/G; AT5
(AT10): five (ten) A/T base pairs at the center; GAP36 (NICK36):
having a gap (nick) at DNA index 36. Sequences of these dsDNAs are
listed in Table 1.
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Figure 8C,D). We confirmed that the current model provides a
good approximation of the experimental dissociation constant
with the phosphate charge of −1e (see Methods section and
Figure 8D).
We then performed CG MD simulations for HU on five

DNA sequences of 90 bp long: CG90, AT5, AT10, GAP36, and
NICK36 (sequence feature are described below and shown in
Figure 1C. Explicit sequences are in Table 1). For each DNA
sequence, we repeated stochastic MD simulations of 108 MD
steps 20 times at four monovalent salt concentrations of 50,
100, 150, and 200 mM. One MD step can roughly be mapped
to 1 ps so that one trajectory corresponds to a 0.1 ms time
scale.70 In all the MD simulations, HU was initially placed at

least 40 Å away from DNA. During the simulations, we
monitored the binding/dissociation and sliding of HU on
DNAs. Representative time courses of HU movements are
plotted in Figure 2A for CG90, Figure 2B for AT5, and Figure
2C for GAP36. In each bound snapshot, plotted in the insets of
Figure 2D−F, the HU protein typically contacts 7−15 bp.
For the case of CG90, a random sequence made of only C

and G, HU quickly bound to and slid on the DNA, with rare
dissociation events, at all salt concentrations studied. HU did
not show any apparent preference for particular positions on
DNA (Figure 2A). More quantitatively, when we plotted
contact probabilities of HU on each nucleotide (Figure 2D), no
significant pattern appeared except that HU disfavors the DNA

Table 1. Sequences of dsDNAs We Used in Simulations

Figure 2. HU binding, HU sliding on DNA, and DNA curvature. (A−C) Time series of HU binding positions on DNA sequences CG90 (A), AT5
(B), and GAP36 (C), under ionic strengths of 50 mM (red), 100 mM (purple), 150 mM (green), and 200 mM (blue), respectively. (D−F) HU
contact probability distribution of nucleotides from CG90 (D), AT5 (E), and GAP36 (F), with ionic strengths ranging from 50 mM to 200 mM. The
insets show representative HU−DNA complex snapshots taken from I = 100 mM, when HU bound to the center of CG90 (D), or to the most
probable binding positions on AT5 (E) and GAP36 (F). (G) Curvature of CG90 with (upper panel) and without (lower panel) the bound HU.
Ionic strength color coding is the same as in (D). In the upper panel, the black dashed line shows the curvature of DNA without HU at 200 mM
ionic strength. Panels (H) and (I) are the same as (G) but for AT5 and GAP36 sequences.
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termini. Consistent with the dominant role of electrostatic
interactions in HU−DNA binding, the increase in ionic
strength weakens the attractive electrostatic interactions and
thus results in lower HU contact probability to DNA.
The AT5 sequence contains 5 A/T base pairs at positions

46−50 with the rest of the sequence being the same as that of
CG90. HU movements on the AT5 DNA were different from
those on CG90 (Figure 2B). At 50 mM, after HU reached the
A/T segment, it hovered around this region by the end of the
simulations (Figure 2B, first panel). Statistical analysis of HU
contact probabilities supports the conclusion that HU prefers
the A/T-rich region at 50 mM ionic strength (Figure 2E, red
line). Notably, in the contact probability distribution, other
than the central major peak that corresponds to the A/T
region, there are two lower shoulders, each located about 10 bp
away from the central peak. These three peaks correspond to
the nucleotides at the same orientation of the DNA duplex
(Figure S1), and are thus spatially close to one another (Figure
2E inset). This suggests that HU can simultaneously bind to
more than one of these sites, or bind to one site but can easily
migrate from one to another. At ionic strengths higher than 50
mM, the HU binding preference for the A/T-rich region was
weaker (Figure 2B), although small peaks can still be found in
the HU contact probability distribution (Figure 2E). Similar
results were also observed in our simulations of HU binding to
AT10 (Figure S2A,C,E), whose sequence has 10 A/T base pairs
at the center. These weak preferences for A/T sequences are
consistent with the experiments mentioned above60,61 and
indicate that the CG models can accurately mimic the very
subtle differences among heterogeneous DNA sequences and
the precise characteristics of HU−DNA interactions.
In the simulations of HU binding to GAP36, which contains

a gap at the 36th nucleotide with the rest of sequence being the
same as that of CG90, we also monitored the HU binding
positions to find out whether HU can recognize the gap. As can
be seen in Figure 2C, at 50 mM ionic strength, after initial
binding and relaxation, HU bound to the gap region (DNA
index 25−45) and remained stationary at this region.
Accordingly, the HU contact probability exhibits evident
peaks around the gap region (Figure 2F). Notably, the peaks
are much higher than those in the AT5 sequence. At higher
ionic strengths, the time that HU stayed around the gap region
is shorter than at 50 mM ionic strength (Figure 2C). Still, we
see distinct peaks in the HU contact probability distributions at
the same positions as seen in the 50 mM case (Figure 2F). This
higher affinity of HU to the gap is also consistent with the
experiments mentioned above.62,63 At each ionic strength, a
valley between two peaks in the contact probability distribution
was observed at DNA index 36. Thus, HU does not prefer the
gap itself, but prefer its neighbors. Combined with the
representative structure (Figure 2F inset), we find that HU
preferentially binds to nucleotides at the opposite side of the
gap and then forms interactions that stabilize the bound
conformation. More details on HU-GAP36 interactions will be
discussed later in this paper. Similar results were found in the
simulations of HU binding to NICK36 (DNA with a nick at
index 36), for which the results are shown in Figure S2B,D,F.
By comparing the results of HU binding to CG90, AT5

(AT10), and GAP36 (NICK36), we showed that HU has weak
preferences for the AT-rich region, but strongly favors binding
to the near-gap/nick regions. These results are all in good
agreement with the experiments.60−63 Moreover, the exper-
imental work classified HU as a structure-specific DNA-binding

protein rather than a sequence-specific one.62,71 Importantly,
we observed significant DNA bending upon strong binding of
HU (see below). The consistency of simulation results with
experiments validates that the CG models and MD simulation
methods used here are suitable for studying dynamic couplings
between HU binding and DNA bending.

HU Binding Enhances DNA Bending. In our simulations,
HU and DNA formed complex structures depicted in the insets
of Figure 2D−F, in which DNAs are bent to different extents
depending on their properties. To quantitatively evaluate the
conformational changes of DNA upon HU binding, we
monitored the local curvature of DNA (denoted as k) during
the simulations (see Methods section and Figure S3A for
details). The larger the value of k, the more sharply DNA
bends. For comparison, we performed simulations for DNAs
both with and without the bound HU.
In Figure 2G, we show the time-averaged curvature of CG90

as a function of DNA index, in the presence (upper panel) or
absence (lower panel) of HU, respectively. For comparison, the
curvature of naked DNA at 200 mM ionic strength is also
shown in the upper panel (black dashed line). Upon HU
binding the curvature of CG90 is slightly increased compared
to the naked DNA, especially for the regions with higher HU
contact probabilities. Similar results are also observed for AT5
(Figure 2H). We note that although the time-averaged effect of
HU binding on DNA bending is not striking, at some certain
snapshots, DNAs do have sharply bent conformations that are
caused by interactions with HU, as in the inset of Figure 2E.
The effect of HU on the time-averaged curvature of the

gapped DNA is much stronger than on CG90 and AT5. The
curvatures of GAP36 with and without HU binding are shown
in Figure 2I (note the difference in the scales of the vertical
axes). As can be seen in the lower panel, the naked DNA
exhibits spontaneous bending around the gap region at all ionic
strengths. However, for HU-bound GAP36, we found that the
binding of HU drastically enhanced the extent of DNA
bending, especially at low ionic strength (Figure 2I upper
panel). It can be seen that even at ionic strengths as high as 200
mM, which corresponds to weaker protein−DNA interactions,
the bending of DNA bound with HU is much sharper than that
of the bare DNA (Figure 2I). These results are consistent with
the previous experimental observations in which HU binding
enhances DNA bending.61,64

Notably, our results reveal that ionic strength has opposite
effects on the curvature of GAP36 DNA with and without HU
binding. For the naked DNA, where stiffness is dominated by
the repulsive electrostatic interactions between the phosphate
groups, the average curvature is smaller at lower ionic strength.
At higher ionic strength, the average curvature is larger because
of electrostatic screening (Figure 2I, lower panel). In contrast,
the conformation of HU-bound DNA is largely dependent on
the intermolecular electrostatic interactions between HU and
DNA. Therefore, at lower ionic strength, stronger HU−DNA
interactions engender a more sharply bent conformation of
DNA than at higher ionic strength (Figure 2I upper panel).
(Additional details below.) Similar results were also found for
the bending of NICK36 (see Figure S3B).

DNA Bending Facilitates HU Binding. The above
simulations showed that HU has a strong preference for a
gap where DNA bends much more than the regular dsDNA.
This preference can be attributed either to the chemical
difference itself (lack of one nucleotide) or to its structural

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.6b03729
J. Am. Chem. Soc. 2016, 138, 8512−8522

8515

http://pubs.acs.org/doi/suppl/10.1021/jacs.6b03729/suppl_file/ja6b03729_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.6b03729/suppl_file/ja6b03729_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.6b03729/suppl_file/ja6b03729_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.6b03729/suppl_file/ja6b03729_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.6b03729/suppl_file/ja6b03729_si_001.pdf
http://dx.doi.org/10.1021/jacs.6b03729


difference. To distinguish these two possibilities, we designed
two control simulations in which DNA structures are frozen.
The first set employed the GAP36 DNA sequence frozen to

the straight B-type DNA structure. HU lost its predilection for
the near-gap region on this substrate; we plot the HU contact
probabilities in Figure 3A,C. Combined with the HU binding
probability for free GAP36 as shown in Figure 2F, these results
clearly show that the propensity of HU for binding to the near-
gap region cannot be explained by the difference in chemical
moiety.
We next simulated HU binding to a CG90 DNA sequence

frozen in a sharply bent structure (Figure 3D). This substrate
lacks the chemical feature of GAP36 (the gap) but retains its
salient structural feature (the sharp bend). We plot the HU
contact probabilities in Figure 3B,D, where we find that HU
strongly prefers binding to the sharply bent region. MD
trajectories show that HU seldom left the bent region after
binding to it (Figure S4). We observed two peaks and an in-
between valley in the contact probabilities (Figure 3B), which is
similar to the results of HU binding to GAP36 (Figure 2F). It is
clear in Figure 3D that the two nucleotides with higher HU

contact probabilities (indexes 39 and 49) are at the concave
side of the DNA bend, while the nucleotide with low HU
contact probability (index 44) is on the convex side. The
negative charge density on the concave side is more prominent
than on the convex side, so HU adopts interactions with
nucleotides in the concave region. These results suggest that
HUs binding specificity for DNA sequence or structure comes
from its preference for the local bending of DNA.

Structural Insights into HU−DNA Interactions. We
have shown that HU recognizes and induces changes in the
local structure of DNA. We next sought structural insights into
the HU−DNA binding interface.
First, we calculated the number of DNA base pairs and HU

residues that are involved in HU−DNA binding interfaces
when HU binds to and slides on CG90 and AT5 sequences. In
each case, the number of contacts at the binding interface was
nearly uniform across DNA-binding positions, excepting the
terminal effects (Figure S5A−D). The number of contacts at
the interface depended on the ionic strength: as the ionic
strength increases from 50 to 200 mM, the average number of
base pairs (for CG90 and AT5) in contact with HU, Ninterface‑bp,

Figure 3. HU Binding to frozen DNAs. (A) HU contact probabilities to the GAP36 DNA frozen to the ideally straight B-type form at four different
ionic strengths. (B) HU contact probabilities to the CG90 DNA frozen to the bent structure shown in (D). (C) The structure of the frozen GAP36
with each CG particle colored according to its HU contact probability at I = 100 mM. (D) The structure of the frozen CG90 that is bent at the
center. Arrows mark the nucleotides at indexes 39, 44, and 49.

Figure 4. Two distinct modes of HU binding on GAP36. (A,B) Average number of base pairs (amino acid residues) that are in contact with HU
(DNA) when HU binds to different positions along DNA. Colors of curves represent different ionic strengths. In (B), the two HU binding positions
marked with † and ‡ are chosen for further analysis in (C)−(F). (C) DNA contact probabilities of HU residues, with HU binding to positions †
(green) and ‡ (red). (D,E) Representative structures of the HU−DNA complexes when HU binds to positions † (D) and ‡ (E). The two subunits
of HU are in orange and red, while DNAs are shown as transparent spheres for clarity. (F) Amino acids in HU are colored according to their DNA
contact probabilities when HU binds to positions † (left) and ‡ (right). Residues that have large contact probability differences in two binding
positions are labeled with their indices.
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decreases from ∼11 to less than 8 (Figure S6A), and
correspondingly, the average number of the interface amino
acid residues, Ninterface‑aa, decreases from ∼28 to ∼18 (Figure
S6B). Notably, the number of interface residues from our
simulations approximates the experimental results (∼9 bp) very
well.66

Next, we performed a similar analysis for HU−DNA
interface size in simulations of HU binding to the AT5 DNA
frozen in the ideal straight form. We found that HU and DNA
both contributed fewer interface residues when DNA was
frozen than the case when DNA was not frozen (Figure S6A,B).
This result clearly points to the “bendability” of DNA as an
important factor for protein−DNA binding, as discussed above.
HU Binds to Linear and Gapped DNA Using Two

Patterns. Continuing with the interface analysis, we show the
number of base pairs (Ninterface‑bp) and amino acids (Ninterface‑aa)
that exist in the binding interface of HU with GAP36 DNA
sequence along the DNA index, in Figure 4A,B. When HU is
bound to the gap region, Ninterface‑bp is larger than when HU is
bound to other regions by 2−4 bp (depending on ionic
strength) (Figure 4A). Correspondingly, Ninterface‑aa at the
protein−DNA interface when HU is bound to the gap region
is 4−6 larger than the case when HU is bound to other regions
(Figure 4B).
We further analyzed the structures of HU−DNA complexes

by focusing on two HU binding positions: DNA index 35 at the
gap region (labeled † in Figure 4B) and DNA index 65 that is
far from the gap (labeled ‡ in Figure 4B). Representative
snapshots in each of the two positions are depicted in Figures
4D and E. We computed the DNA contact probability for each
amino acid at the two HU binding positions (Figure 4C).
Figure 4C shows that HU residues have higher probabilities of
forming contacts with DNA when HU binds to position †,
especially the amino acids around index 45−46 and those
around index 82−83. We marked these residues (index 45, 46,
82, and 83) on the HU structures, where each CG residue is
colored according to its DNA contact probability at positions †
and ‡ (Figure 4F). The residues with distinct contact
probabilities are spatially close to one another, and are on the
“flanking” surface of HU (if we consider the β-arms as the
“front side”). Based on these results, we conclude that DNA
tends to form contacts with these flanking residues of HU,
which consequently stabilize largely curved DNA, provided that
the DNA is sufficiently bendable. When DNA wraps around
HU and approaches the flanking residues, it is more sharply
bent (Figure 4D); conversely, when DNA is less bent, it has a
lower probability of contacting the flanking surfaces of HU
(Figure 4E). These results provide new evidence for the
dynamic relationship between the HU binding site size and the
bending of DNA, which has also been proposed from the
crystal structures of HU showing binding to DNA with altered
structure.59

Polaron-like Sliding of HU. The results above show that
HU binding and DNA bending are correlated in equilibrium-
state probabilities. We next sought to address the dynamics of
coupling. From MD trajectories of HU bound on the CG90
DNA, we found that highly curved DNA regions are largely
overlapped with the binding positions of HU (Figure S7A),
indicating that protein binding and DNA bending are
dynamically coupled. In Figure 5A, the two-dimensional (2D)
histogram demonstrated the correlation between HU binding
site and the most bent position of DNA, based on statistics of
20 independent trajectories. As indicated by the most

populated region on the diagonal (Figure 5A), HU binding
and DNA bending are correlated throughout the long time
scale trajectories, with the Pearson correlation coefficient of
0.74. In addition, one may observe nodal pattern in Figure 5A
indicating some DNA regions are more highly bent than others.
This inhomogeneity in flexibility is intrinsic property of the
DNA sequence of CG90.
To further decipher the underlying mechanism of HU

diffusion and its relation to DNA bending, we looked into
shorter time scale dynamics. We picked out fragments of
trajectories with the time length of ΔT = 106 MD steps. If the
displacement of HU in such a trajectory fragment is no less
than 10 bp (ΔX ≥ 10 bp), it was defined as a “transition event”.
For each transition event, we then defined two dimensionless
coordinates, ϕbind and ϕbend, to describe HU sliding and
dynamic DNA bending, respectively (Figure 5B). During each
time interval of ΔT, ϕbind changed from 0 to 1. DNA most bent
position was highly coincident with HU binding position at the
beginning and end of transitions, thus ϕbend changed from
values ∼0 (not necessarily = 0) to ∼1 during ΔT. Additionally,
statistical analysis of ϕbind and ϕbend can provide information on
the underlying mechanism of binding coupled bending. As
shown in the schematic plot Figure 5D, if the DNA most bent
position spontaneously changes earlier than HU sliding
(corresponding to ϕbend > ϕbind), this can be viewed as

Figure 5. Dynamic coupling between HU binding and DNA bending.
(A) 2D histogram of HU binding site versus the most bent position of
DNA. Only the structures with the largest DNA curvature of k ≥ 0.04
Å−1 were counted. The Pearson correlation coefficient between the
two variables is 0.74. (B) Schematic plot of the coordinates we used in
the analysis of short time scale correlation between HU sliding and
spontaneous DNA bending. We monitored the HU binding position
xbind(t) and the locally most bent DNA position xbend(t) during time
interval ΔT. X0 and X1 are HU binding positions at time t0 and t1, and
their difference is denoted as ΔX. Based on these quantities, we then
defined two dimensionless coordinates, ϕbind and ϕbend, to describe
HU sliding and dynamic DNA bending, respectively. (C) 2D
histogram of ϕbind and ϕbend in short time scale transition events. A
transition event is defined by ΔT = 1.0 × 106 and ΔX ≥ 10 bp. (D)
Time series of xbend (green curves) and xbind (red curves) that can be
classified into the “conformational selection”, the “induced-fit”, or the
“concomitant” scenario of binding mechanism. Schematic 2D
histograms of ϕbind and ϕbend for each case are shown on the right.
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“conformational selection”. Conversely, if HU slides earlier
than DNA bending changes (corresponding to ϕbind > ϕbend),
the mechanism can be classified as “induced-fit”. We plotted the
2D histogram of ϕbind and ϕbend in Figure 5C. From this plot,
we can see that HU sliding and DNA bending moved
concomitantly, which we cannot classify as historically long-
standing “conformational selection” or “induced-fit” scenarios.
Conceptually, the DNA bending coupled HU sliding is

similar to polaron. The polaron was originally defined as an
electron that distorts neighboring phonons in condensed
matters.67,68 Due to their tight coupling, the electron and
phonon distortions move together, like a quasi-particle. Later,
cation migration on DNA was also treated as a polaron
phenomenon.72 In the current case, HU is highly positively
charged and thus can be viewed as a multivalent cation.
DNA Curvature Regulates the Diffusion of HU. The

results above show that HU binding is correlated with DNA
bending, and sliding of HU is concomitant with DNA bending
movement. We next sought to find out the effects of DNA
curvature on HU sliding, like increased effective mass of
electron in the case of polaron. As an example, we picked out a
short fragment of the trajectory (2 × 106 steps) to demonstrate
the sliding motions of HU. The time series of HU binding
positions during this time interval is shown in Figure 6A (red

dots and curve), together with the local DNA bending
represented by blue intensity. At the beginning (t < 3150 ×
104) and ending (t > 3250 × 104) of this time interval, DNA
bent sharply at the HU binding site (dark blue areas), and HU
sliding was localized within a narrow range. However, during
the middle time range, 3150 < t < 3250 (×104), DNA was less
bent (light blue areas) and HU diffused in a wider range
(Figure 6A). These results indicate that the HU movements are
not simple diffusion, but are divided into pauses and transitions
that occur intermittently and that the pauses and transitions
correspond to high and low DNA curvature, respectively.

To quantitatively address the diffusion of HU on DNA and
its dependence on DNA curvature, we calculated the one-
dimensional diffusion coefficient D1, defined by D1 =
MSD(Δt)/(2Δt), where MSD(Δt) = ⟨(xbind(t + Δt) −
xbind(t))

2⟩ is the mean square displacement of the HU binding
position as a function of time difference Δt. Figure 6B shows D1
as functions of DNA curvature at the HU binding position (kt).
For each given kt, we estimated HU sliding separately, when
HU bound to less bent DNA (k < kt) or when HU bound to
sharper bent DNA (k ≥ kt). It is clear from Figure 6B that HU
diffusion depends on different DNA curvatures. For DNA with
a smaller curvature (blue dots), HU slides with a finite diffusion
coefficient, whereas for larger DNA curvatures (k ≥ 0.05 Å−1),
the effective diffusion coefficient is almost zero (D1 ≈ 0), which
means the pause of HU sliding. More detailed statistical
analysis of the HU diffusion motions also supports the
conclusion that sharp DNA bending at HU binding positions
results in HU pauses, and spontaneous relaxation of DNA
bending allows intermittent HU diffusion (see Supporting
Discussion and Figure S7). For a less bent DNA case, the
estimated D1 can approximately be mapped to 6 × 10−5 Å2/step
≅ 6 × 107 Å2/s, which is relatively large, but is within the range
of measured diffusion coefficients for one-dimensional protein
sliding along DNA.27,28,73−75

It is worth noting that previous analyses based on HU−DNA
crystal structures and single-molecule experiments have
revealed that the DNA bending in the HU−DNA complex is
quite flexible, rather than fixed at a rigid angle.59,64 In
agreement with those data, here we show that HU-bound
DNA can change between highly curved and less curved states,
and the different bending states of DNA have significant effects
on the binding mode and diffusion of HU. The ability of HU to
stabilize varying curvatures of DNA enables the multifunctional
roles that HU plays in many different cellular processes.

Investigation of 14 Other DNA-Binding Proteins.
Finally, we address the generality of mutual dynamic coupling
between protein binding to DNA and DNA bending, and
polaron-like sliding. To this end, we performed MD simulations
analogous to those performed with HU using 14 other DNA-
binding protein domains. The protein domains studied cover all
the major classes of DNA-binding protein domains, including
the zinc-finger, the helix-turn-helix, the leucine-zipper coiled-
coil, and the β-ribbon domain (protein names, PDB IDs,
structures, and some properties are given in Figure S8). The
substrate was a 100-bp pure C/G dsDNA excluding any specific
sequence features.
By visually inspecting the binding positions of proteins and

the curvatures of DNA (see Figure S9), we found varying
degrees of coupling for the 14 proteins. Two proteins bent
DNA much more than HU (the TATA box-binding protein
(TBP) and the integration host factor (IHF), which is
homologous to HU). At their binding sites, DNA was always
highly bent. These also clearly exhibit polaron-like sliding.
Three other proteins showed DNA curvatures similar to HU
(SRF, serum response factor; GATA-1, the chicken erythroid
transcription factor; and the VND homeodomain). In these
cases, DNA was highly bent transiently, and less bent for the
rest of time, which is very similar to the behavior of HU. The
other 9 proteins showed less sharp DNA bending.
Of the three proteins that exhibited similar degrees of DNA

bending to HU, here we report the results for the VND
homeodomain as a representative. Figure 7A shows the 2D
histogram of the VND-binding site and the most bent position

Figure 6. DNA bending regulated HU diffusion. (A) HU binding
positions on CG90 (red dots) are highly coupled with the dynamic
bending of DNA on a short time scale (2 × 106 steps). The DNA
bending is represented by the blue color intensity as indicated by the
bar on the right. (B) The diffusion coefficient of HU (D1) as functions
of DNA curvature at the HU binding site. With every value of DNA
curvature (kt), HU diffusion coefficients were calculated for k < kt and
k ≥ kt separately. Error bars indicate standard errors in the linear fit of
D1 from MSDs.
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of DNA. As can be seen, DNA bending is highly coupled to
VND binding, which is similar to the case of HU−DNA
binding. Figure 7B plots the diffusion coefficients of VND when
it binds to sharper bent DNA (red dots and curve) and less
bent DNA (blue dots and curve). It is clear that when bound to
sharper bent DNA, VND diffuses more slowly. With DNA
curvature larger than 0.04 Å−1, VND paused. We also show
representative trajectories and structures of VND−DNA
binding in Figure S10. Transient sharper/less DNA bending
and the correspondingly slower/faster diffusion of VND were
observed, as shown in Figure S10A−C. These results
demonstrate the similarity between VND and HU in how
they slide on DNA and the interplay between sliding and DNA
bending. Since sequence-dependent deformations of the DNA
has been shown to be important in the recognition by
homeodomains,12 the sliding motion regulated by the DNA
curvature can be a mechanism which is the basis of accurate
(sharp DNA bending allows slow exhaustive scanning) and
efficient (less sharp DNA bending allows fast diffusion) search
of its binding site.

■ CONCLUSION
In summary, we investigated the dynamic mechanism of
sequence-nonspecific interactions between protein and DNA
using HU as a model protein as well as 14 other proteins. The
electrostatic interactions between positively charged protein
residues and negatively charged DNA backbone groups
modulated the binding and sliding behavior of HU as well as

DNA bending. The HU−DNA binding interface was
dynamically coupled to DNA curvature, and the number of
contacts between HU and DNA determined the extent to
which DNA bent. We found that HU motion on DNA has two
distinct modes, sliding and pausing. In particular, HU paused
when DNA was sharply bent. This type of complex interplay
among protein binding, DNA bending, and protein sliding was
a rather general mechanism in protein−DNA interactions; 6
out of 15 DNA-binding proteins examined here showed such
couplings.
Some of our results can be thought as theoretical predictions

which can be examined experimentally. For example, the
current study suggests that the HU diffusion along DNA
contains different modes; the fast diffusion mode and the pause
mode. Once one can measure the distribution of position
change in a fixed time interval, our study predicts that the
distribution can be decomposed into two modes. Analysis of
interface residues in HU revealed some flanking residues
responsible for stabilizing the bent DNA. Mutations in these
sites would alter the lifetime of the pause.

■ METHODS
Reference Structures. In the present work, we studied the

binding of E. coli HUα2 dimer to dsDNA. As the template structure of
HU, we used the PDB entry 1MUL76 for the dimerization core, and
1HUE77 for the β-arms. The crystal structure 1MUL lacks the
coordinates of the flexible β-arms (residues 58−71). These missing
residues are modeled by using structural information from 1HUE. To
make the model as accurate as possible, the “built-from-scratch”
atomistic structure was refined through energy minimizations and
molecular dynamics simulations with NAMD.78

The reference structures of all B-form dsDNAs were built with the
3DNA package.79 As shown in Figure 1, we studied the binding of HU
to one 35-bp DNA (S35) and several 90-bp DNAs (CG90, AT5,
AT10, GAP36, and NICK36). The sequence of S35 was the same as
that used in gel-mobility shift assays.62 The sequence of CG90 was
randomly chosen, and the sequences of AT5, AT10, GAP36, and
NICK36 were prepared by introducing modifications to CG90. All the
sequences are listed in Table 1.

To test the generality of our conclusion about the coupling among
protein binding, sliding, and DNA bending, we simulated the binding
of 14 other proteins to a 100-bp pure C/G DNA sequence. The
reference structures of proteins were taken from their corresponding
PDB files (see Figure S8 for a full list).

Protein Modeling. To model the interactions between amino acid
residues, we employed the AICG2+ potentials45 coupled to the
Debye−Hückel-type electrostatic interaction. The AICG2+ energy
function is given by Vpro = Vlocal + ̅VGo + Vexv. Details of the local
potentials (Vlocal), the Go̅-type potentials for native contacts ( ̅VGo), and
the excluded volume potentials for non-native interactions (Vexv) are
described in the Supporting Information. For the flexible regions in
HU (residues 55, 56, 72, and 73), which connect the β-arms and the
dimerization core, Go̅-type interactions with other parts were
removed. Go̅-type interactions between the β-arms and the
dimerization core were also turned off to keep their motions
independent. A similar protein model was applied to all the other
proteins we studied.

DNA Model. In the present work, we used the 3SPN.2C model
developed by de Pablo’s group to model dsDNA.46,80 In this model
each nucleotide is represented by three CG particles corresponding to
the phosphate group (P), sugar (S), and base (B). The interactions
among these particles include structure-based local potentials, base-
pairing, intrastrand base-stacking, interstrand cross-stacking, excluded
volume effects, and Debye−Hückel-type electrostatic interactions.80

Note that to take into account of the local counterion condensation
effect,81 the charge of phosphate in the 3SPN.2C model is qP = −0.6e.
This model has been tuned to reproduce geometric, mechanical, and

Figure 7. Protein binding to DNA, protein sliding, and DNA bending
for the VND homeodomain. (A) 2D histogram of binding positions of
the VND homeodomain (PDB ID: 1NK3) versus the most bent
position of DNA. Only the structures with the largest DNA curvature
of k ≥ 0.025 Å−1 were counted. The Pearson correlation coefficient is
0.74. The inset shows representative simulated VND (red)−DNA
(green) complex structure. (B) The diffusion coefficient of VND (D1)
as functions of DNA curvature at the VND-binding site. For every
curvature value (kt), diffusion coefficients of VND were calculated for
k < kt and k ≥ kt separately. Error bars indicate standard errors in the
linear fit of D1 from MSDs.
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thermodynamic properties of dsDNA. The sequence-dependent shape
and flexibility are also incorporated,46 which is important in protein−
DNA interactions. Especially, the bonded and nonbonded energy
parameters as well as the reference structure are carefully tuned to
accurately represent DNA shape properties such as sequence-
dependent minor groove width.46,82

Protein−DNA Interactions. For protein−DNA interactions, we
included the excluded volume effect and the electrostatic interactions.
For the former, we used residue-type-dependent radii for both amino
acids and nucleotides (see Supporting Information). The latter was
modeled using the Debye−Hückel theory.
Since the electrostatic interaction is the dominant factor in protein−

DNA interactions, we paid special attention to this term in the study of
protein−DNA binding. As for proteins, we employed the RESPAC
method83 to determine the partial charges of the CG beads that give
the best approximation of the electrostatic potential calculated from
the all-atom models. The results of RESPAC for HU are shown in
Figure 8A,B.

As described above, the phosphate charge in the 3SPN.2C model is
set to −0.6e to account for the counterion condensation effect within
dsDNA.80 However, most interactions between protein and DNA are
attractive and considered as short-range direct contacts. Thus, the
counterion effect must be weakened in protein−DNA interactions. In
the present work, we calibrated the charge of phosphate for protein−
DNA short-range interactions and determined the optimal value of qP
that reproduces the dissociation constant (Kd) from experiments62

(Figure 8C,D). We found that the phosphate charge value of qP =
−1.0e is the best choice and was used for subsequent protein−DNA
interactions in the product simulations. Note that we still used the
phosphate charge value of qP = −0.6e within dsDNA.
Molecular Dynamics Simulations. All the CG simulations were

performed by the CafeMol package.84 The simulations were
conducted by Langevin dynamics with a friction coefficient γ = 0.02
at temperature T = 298 K.
In the simulations to calibrate qP, the distance between the center-

of-mass (COM) of HU and S35 DNA were constrained to be smaller
than 100 Å, which sets the effective concentration. Nine qP values
ranging from −0.6 to −1.0e were tested at the ionic strength of 200
mM. For each charge value, 20 independent 108-step simulations were
performed. The first 107 frames in each trajectory were neglected in
the posterior analysis.

In the production runs, the COM distance between HU and 90-bp
DNA was constrained to be smaller than 300 Å. The ionic strength
was set to 50, 100, 150, and 200 mM, and for each ionic strength, 20
simulations were carried out independently, each for 108 steps. In the
statistics of contact probability and geometric properties (described
below), structures from the first 2 × 107 frames were discarded.

Analysis. In any contact analysis, we defined that a pair of CG
particles is in contact when their distance is less than 7 Å. For the
ensemble in which HU is bound to DNA, the conditional DNA
contact probability of the ith residue in HU (plotted in Figure 4C) was
defined by

τ
δ τ

τ
=

∑
∑ Δ

τ

τ
P( )

( )

( )i
i

Here, τ is simulation time; δi(τ) = 1 if the ith HU residue forms a
contact with any CG particle from DNA at time τ, δi(τ) = 0, otherwise;
Δ(τ) = 1 if any HU particle forms a contact with DNA, Δ(τ) = 0
otherwise. The HU contact probability of ith bp of DNA was defined
the same way. Here, when any particle in a bp (containing 6 particles)
is in contact with HU, we set δi(τ) = 1.

For the HU−DNA binding interface, we computed the number of
residues in HU (Naa) and the number of base pairs in DNA (Nbp) that
form intermolecular contacts with each other to estimate the interface
size at time τ:
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Here δi(τ) has the same definition as described above.
In the discussions of HU binding coupled to DNA bending and

HU−DNA interface size, we need a single-value expression of HU
binding position. To describe the binding position, we used the mean
DNA index of the nucleotides that are in contact with HU:
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To quantitatively evaluate the bending extent of DNA, we used the
curvature of the double helix (Figure S3A). Calculation of the
curvature as well as the major/minor groove widths were carried out
using homemade scripts based on algorithms proposed by Stofer et
al.85

The structural graphics were plotted using the PyMOL package.86
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Figure 8. Binding of HU to 35-bp dsDNA (S35). (A) The charges of
coarse-grained HU residues calculated using the RESPAC method. (B)
The charge distribution of HU residues. The CG particles are colored
according to their charge values, as indicated by the color bar. (C)
Time series of distance from the center of mass of HU to the surface of
DNA (d), with different values of phosphate charge (qP). (D)
Simulated dissociation constant (Kd) as a function of qP. The green
line shows the experimental result of Kd = 9 μM.
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